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Abstract

In most of standard Finite Element (FE) codes it is not easy to calculate dispersion
relations from periodic materials. Here we propose a new strategy to calculate such dis-
persion relations with available FE codes using user element subroutines. Typically, the
Bloch boundary conditions are applied to the global assembled matrices of the structure
through a transformation matrix or row-and-column operations. Such a process, is diffi-
cult to implement in standard FE codes since the user does not have access to the global
matrices. In this work, we apply those Bloch boundary conditions directly at the elemen-
tal level. The proposed strategy can be easily implemented in any FE code. This strategy
can be used either in real or complex algebra solvers. It is general enough to permit
any spatial dimension and physical phenomena involving periodic structures. A detailed
process of calculation and assembly of the elemental matrices is shown. We verify our
method with available analytical solutions and external numerical results, using different
material models and unit cell geometries.

Keywords: periodic materials; dispersion relation; Bloch analysis; commercial FE codes;
user element routines.

Introduction

Periodic materials either in the form of composites, like in the so-called phononic crystals, or
those in the more exotic family of metamaterials, have received much attention during the
recent years thanks to their various attractive features across different disciplines (Banerjee,
2011). These artificial materials are designed to meet specific functionalities through modifi-
cations at the microstructural level thus allowing effective macroscopic responses non-present
in nature. Among the most interesting responses one finds negative mass density, negative
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refraction, and electromagnetic cloaking (Hussein et al., 2014; Goldsberry & Haberman, 2018;
Norris & Haberman, 2012), while particular applications are identified in the works of Hiett
et al. (2002) in photonic crystals, Porter & Porter (2003) in micro-structured soils and Michel
et al. (1999) in composite materials. A particular aspect of the response of periodic media,
present within different physical contexts, is the existence of bandgaps or specific frequency
ranges where wave propagation is forbidden. Such finite frequency gaps are known to be
intimately related or equivalent to the dispersive nature of these micro-structured materi-
als where wave propagation velocity depends upon frequency. Subsequently , a key step in
the conception of a periodic material within the context of wave propagation response is
the micro-structural design of the fundamental material cell in such a way that it delivers
bandgaps at specific frequency ranges and with particular properties. This characterization
of the response is achieved typically in terms of the dispersion diagram or band structure of
the material. Mathematically, and more interestingly numerically, the band structure for a
periodic material can be obtained via Bloch’s theorem, (Bloch, 1929), which takes advantage
of the fact that the material is composed of a single fundamental cell distributed periodically
throughout space. This work deals with the numerical determination of the band structure
through the finite element method within different physical settings.

There are several issues that must be solved when computing band diagrams or dispersion
relationships for periodic media with commercially available finite element codes. First, the
wide majority of general purpose finite element packages available in the market are not
equipped with the intrinsic functionality required to conduct the so-called Bloch analysis.
Secondly, the imposition of Bloch periodic boundary condition (henceforth referred to like
BBCs), implies the modification of global coefficient matrices by transformation arrays (Mc-
Grath & Pyati, 1994) which perform row-column operations (McGrath & Pyati, 1996). Such
access and manipulation of the global coefficient matrix, is not only cumbersome but also
prohibited in most commercial packages. Here we propose a novel, yet simple technique to
compute dispersion relations in periodic materials with commercial finite element codes with
intrinsic user-element functionalities. The main distinguishing, and most appealing feature in
our method is the fact that all manipulations are conducted directly at the element level thus
allowing for the treatment of a wide variety of physical contexts and problem dimensions. The
proposed approach is motivated by the work from Pask & Sterne (2005) who used a similar
technique to solve one dimensional problems after transforming the differential equation not
to consider Bloch’s theorem but the simpler case of periodic boundary conditions. That idea
was later extended by Sukumar & Pask (2009) who incorporated BBCs although in problems
restricted to scalar fields. The method proposed in this work extends these ideas but it is
valid for both, periodic and Bloch periodic boundary conditions, in addition to the possibility
of considering general problems regardless of their dimensionality and kinematic assumptions.
Thus it is valid for a wide variety of scalar and vector valued functions belonging to different
physical contexts. Furthermore, the numerical consideration of Bloch’s theorem in periodic
media requires the solution of a complex-valued eigenvalue problem which can be solved using
a 2-mesh approach as proposed by Åberg & Gudmundson (1997) or through the direct imple-
mentation of the numerical scheme in a complex-algebra-based finite element code (Langlet
et al., 1995). Our element-based procedure can be implemented in both formats.

In addition to this introduction, the paper contains four more sections. Section 1 presents,
for completeness, some theoretical background related to periodic materials and the finite
element formulation of Bloch analysis. Section 2, formally introduces the proposed strategy
to apply BBCs directly into the local elemental-based arrays. In the subsequent section we
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conduct several verification exercises intended to show the generality of the numerical tool.
Particularly, we solved elastodynamic problems for classical and Cosserat or micropolar based
materials. This last cases is intended to show the possibility of implementing different kine-
matic assumptions. We considered, scalar problems corresponding to out-of-plane waves and
vector-valued problems for in-plane waves. Additionally we also conducted numerical exer-
cises to test the sensitivity of the implementation to the cell-size. In the different verification
problems considered we used analytic and numerical results reported in the literature. As a
complement we also included a package of supplementary material consisting of: (i) a fully
functional version of FEAPpv to calculate the dispersion relations from a periodic material
and (ii) a document explaining the usage of this version of FEAPpv with an example of a
homogeneous material unit cell.

1 Wave propagation in periodic media

A periodic material is defined as the repetition of a given motif in one, two or three space
dimensions. This motif refers to heterogeneities at micro-structural level and it may contain
several materials and geometric features. Figure 1(a)-(c) show a three dimensional material
with periodicity in one, two and three dimensions. Such periodic materials are completely
described by a lattice and an elementary unit, termed elementary or unit cell. The lattice
is defined by a set of base vectors (fig. 1(d)), which allow construction of the whole material
through successive applications of translation operations of the unit cell (Brillouin, 1953). The
occurrence of bandgaps in periodic materials is controlled by two fundamental mechanisms.
Brag scattering appearing when the wavelength λ of the propagating field assume values close
to the characteristic size of the material miscroscructure and by local resonance induced by
the combination of materials with strong impedance contrasts (Hussein et al., 2014). The
intrinsic periodicity of the material facilitates the characterization in terms of its dispersion
relationships or band structure through Bloch’s theorem as stated in Brillouin (1953) and
discussed next.

(a) (b) (c)

Unit
cell

(d)

Figure 1. 3D periodic material with different periodicities. Even though a material can
be three dimensional, its periodicity could be (a) one, (b) two or (c) three dimensional.
(d) Definition of the unit cell of a periodic material. The material is constructed applying
translation operations to the unit cell following the lattice vector a.

1.1 Bloch Theorem

Let us consider a generalized wave equation in the frequency domain
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Lu(x) = −ρω2u(x) , (1)

valid for a given field u at a spatial point x and where L is a positive definite differential
operator (Reddy, 1986; Kreyszig, 1978; Johnson, 2010), while ρ is the mass density and ω the
corresponding angular frequency. Bloch’s theorem from solid state physics (Brillouin, 1953)
establishes that the solution to eq. (1) is given by

u(x) = w(x)eik·x , (2)

where w(x) is a Bloch function carrying with it the same periodicity of the material. As a
result the solution is the product of a periodic function, with the periodicity of the lattice,
and a plane wave of wave vector k, which is also periodic. In consequence, field variables Φ
at opposite sides of the unit cell and separated by a vector a are related through

Φ(x + a) = Φ(x)eik·a .

In this case, Φ refers to the principal variable involved in the physical problem, or to any of
its spatial derivatives.

In the particular case in which L is of order 2, the generalized boundary value problem takes
the form:

Lu(x) = −ρω2u(x) , (3a)

u(x + a) = u(x)eik·a , (3b)

∇u(x + a) · n̂ = ∇u(x) · n̂ eik·a , (3c)

where u(x+a) and u(x) give the field at x+a and x respectively while a = a1n1+a2n2+a3n3 is
the lattice translation vector shown in fig. 1(d). The term eik·a represents a phase shift between
opposite sides of the unit cell. This relationship between opposite sides of the fundamental
cell stated in the theorem through the boundary terms permits the characterization of the
fundamental properties of the material with the analysis of a single cell. The section that
follows describes the theorem within the particular context of a finite element formulation
following standard Galerkin ideas.
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1.2 Finite element formulation

Figure 2. (a) Schematic 2D periodic material and its lattice translation vectors a1 and a2.
(b) FE mesh from the unit cell and division in groups of nodes. Nodes in group 2 (blue) are
equivalent to nodes in group 1 (red) in an adjacent unit cell. A pair of nodes are equivalent
if their coordinates can be expressed as x2

j = x1
i +ma1 + na2 for integers m and n.

Figure 2a shows an schematic representation of the unit cell in a periodic material. The
corresponding finite element discretization of the BVP stated in eq. (3) as shown in the mesh
in fig. 2b takes the form

[
K − ω2M

]
{U} = 0 (4)

where in the context of elastodynamics, K and M would correspond to global stiffness and
mass matrices respectively. Note that eq. (4) constitutes an eigenvalue problem in the eigen-
values ω. The schematic mesh contains also two different sets of nodal points corresponding
to (i) interior nodes, labeled as int; and (ii) exterior nodes, labeled as 1 and 2. Nodes from
groups 1 and 2 are represented in red and blue colors respectively. Imposition of Bloch pe-
riodic boundary conditions to the nodal sets 1 and 2 is dictated by the boundary conditions
specified in eq. (3)b, (Guaŕın-Zapata & Gomez, 2014). In general, two equivalent nodes i, j
in different adjacent cells can be related with the BBCs by

U2
j = U1

i ×PSi→j (5)

where U1
i is the field of node i belonging to group 1, U2

j is the field of node j (equivalent
to i in a different periodic cell) belonging to group 2, and PSi→j is the phase shift between
the nodes i and j, with PSi→j = eik·a. The imposition of the BBCs to the complete system
and the subsequent removal of redundant equations belonging to nodes in group 2, yields the
reduced version of eq. (4) in terms of reduced matrices KR and MR as:

[
KR − ω2MR

]
{UR} = 0 . (6)

The periodicity condition is illustrated in fig. 3 for the periodic material displayed in the
rectangular domain. Periodicity along the vertical direction is equivalent to folding the rect-
angular sheet onto itself forming the cylinder at the top. Similarly, considering also periodic
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Periodic in
one direction

Periodic in
two directions

Additional
periodicity

Figure 3. Topology for a rectangular region with periodicity in two directions. When
periodicity in one direction is applied the mesh can be thought as laying on the surface of a
cylinder. In the case of periodicity in two direction the mesh can be thought as laying on the
surface of a torus.

variations in the horizontal direction converts the cylinder into a torus as shown in the right.
Note that KR and MR in eq. (6) depend upon the wave vector k. Accordingly, for a given
k eq. (6) gives a particular instance of the eigenvalue problem. The band structure of the
material is thus built after progressively covering the first Brillouin zone (Brillouin, 1953) in
the wave-number domain representation of the unit cell. Each solution to the generalized
eigenvalue problem given in eq. (6) represents a free wave propagating at frequency ω, more-
over each corresponding solution gives all frequencies ω at which propagation of the specific
free wave is possible and the dispersion relation ω vs k is then constructed.

1.3 Imposition BBCs in global matrices

Figure 4a shows a 4-bilinear-elements mesh corresponding to the discretization of a funda-
mental unit cell in a periodic material. The discrete equations from the general mesh are
assembled into global stiffness and mass matrices K and M respectively as shown in the
graphic description from fig. 4b and where each square section represents the sub-matrix as-
sociated to the set of degrees of freedom (DOF) at a specific node. In this case, and just
for illustration purposes, we assume 1-DOF per node as in a scalar problem so each element
contributes to the global system with 4× 4 global matrices GM .
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(a) Meshed unit
cell

(b) Global matrix scheme (c) Reduced matrix scheme

Figure 4. Schematic of the reduced eigenvalue problem after applying BBCs to the global
matrices. The squares in the global matrix represent sub–matrices with equations from nodes
in the mesh. After application of BBCs, blue squares collapse into the white squares. Namely,
equations from nodes in group 2 collapse into equations from nodes in group 1. Finally,
the redundant (blue) equations are removed from the matrices resulting in a reduced set of
matrices.

Now, imposition of the required BBCs implies collapsing into a single equation those of nodes
related as in eq. (5). For instance, nodes 9 and 1 at opposite corners of the unit cell sat-
isfy:

R1 = R1 +R9 ×PS1→9, (7)

with Rn denoting a row (or a column) of sub-matrices in the general system GM associated
to node n. This means that equations from node 9 will collapse into those from node 1 after
imposition of BBCs. Final application of BBCs to all relevant nodes through a process of
removing redundant equations from K and M leads to reduced matrices KR and MR forming
the generalized eigenvalue problem given in eq. (6). With reference to the schematic example
of fig. 4 note that equations from nodes 3, 6, 7, 8, 9 (blue squares in fig. 4b) were properly
collapsed into those of nodes 1, 2, 4 (white squares in fig. 4b) producing the reduced matrices
in fig. 4c. This row-and-column operation scheme is widely used in Bloch analysis but it
is difficult if not possible to apply in finite element codes that restrain access to the global
coefficient matrices. Some available codes allow the manipulation to the global system as
required in Bloch analysis through the imposition of Multi-Point constraints (Hibbett et al.,
1998; Mazzoni et al., 2006). In these cases however, the analysis is restricted to the physical
context available in the code.

2 Simple procedure to imposition of BBCs with user element
subroutines

We now introduce our alternative approach to implement BBCs as required in the analysis
of periodic media. The proposed approach does not require access to the global arrays but
instead it conducts all modifications at the element level. As such, the method is suitable

7



for codes allowing the implementation of user element subroutines. In these codes, the main
program acts as a solver of a system of equations where the user provides the contribution
from each element to the global system. Here we take advantage of these features and instead
of conducting the row-column operations leading to KR and MR onto the global arrays we
compute these matrices directly at the element level just by varying the standard assembly
procedure available in FE codes.

2.1 Imposition BBCs in elemental matrices

To clarify let us denote the set of connectivity nodes for a typical element m as Cm. Generally,
Cm is used to carry out two tasks: (1) to define the coordinates of the nodes in element m
which are required in the computation of elemental matrices; (2) to assemble these elemental
matrices into the global arrays at positions defined by the equations identifiers associated to
these nodal points. In a classic FE problem those two tasks are performed with the same nodal
set Cm, however in the case of periodic materials carrying with it BBCs the assembly process
proceeds differently. Here we define two kinds of connectivity operators Cm corresponding
to the classical coordinate-connectivity Cc

m and an assemblage-connectivity set Ca
m. The first

operator is used to compute the elemental matrices as in the standard approach while the
second is used to conduct the assembly operation thus delivering global matrices where Bloch
boundary conditions have already been applied depending on the definition of Ca

m . In this
approach Cc

m and Ca
m are defined only for those elements containing nodes belonging to group

2 as described in fig. 2 while in the remaining elements Cc
m and Ca

m are identical.

Consider element 2 in the mesh shown in fig. 4a. Due to the periodicity for this specific cell,
nodal pairs 6 and 4 and 3 and 1 are related by BBCs in such a way that in the global matrices,
equations from node 6 will collapse into those from node 4, while equations from node 3 will
collapse into equations from node 1. As a result we define connectivity operators Cc

2 = [2 3
6 5] and Ca

2 = [2 1 4 5]. This process must also incorporate the phase shifts corresponding
to the impositions PS1→3 and PS4→6 to the equations of nodes 3 and 6 respectively in the
local matrix. At the end of the procedure, equations from nodes in element 2 would have the
proper phase shift and would be assembled in the proper global positions as pointed out by
Ca
2 . This process is explained graphically in fig. 5.

Figure 5. Application of BBC to local matrices from element 2. Equations from nodes 3
and 6 are represented as blue sub-matrices. They include their proper phase shift and will
be assembled in the positions dictated by Ca

2 = [2 1 4 5].

The next step in the assembly of the final global arrays is the elimination of redundant
equations (in this case those in nodes 3, 6, 7, 8, 9) to obtain reduced arrays KR and MR. Here
this is achieved by restraining the degrees of freedom associated to these redundant equations.
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That process guarantees that KR and MR are assembled considering the required BBCs and
also that they are ready for solution of the generalized eigenvalue problem. Since this strategy
to apply BBCs to a discretized unit cell proceeds at the element level and it is independent
of the problem at hand it can be straightforwardly used for one-, two- or three-dimensional
periodic materials, using any kinematic model or interpolation scheme. Furthermore, it can
be easily added to existing user element subroutines by making just subtle changes.

2.2 Reformulation in real algebra

An additional difficulty that appears often when conducting Bloch analysis with commercial
finite element codes is the fact that the resulting generalized eigenvalue problem given by
eq. (6) is a complex-valued system. This is a consequence of the phase shifts of the general form
eik·a explicitly appearing in BBCs. Most codes have powerful and efficient real-algebra-based
built-in eigensolvers. To take advantage of these numerical features we have followed Åberg
& Gudmundson (1997), who split eq. (6) into two real problems as elaborated next.

Consider once again the 4-noded quadrilateral element showed in fig. 5 and repeated with
additional information in fig. 6. Recall that nodal pairs 6 and 4 are related by U6 = U4PS4→6,
with PS4→6 = eik·a and where U6 and U4 are the set of equations from nodes 6 and 4
respectively. These are complex valued terms which can be spitted like U• = UR

• + iU I
• with

UR
• and U I

• being respectively the real and imaginary components of U while i is the imaginary
unit. The original mesh can be interpreted now as a duplicated mesh where each part handles
the real and imaginary component of the equations. This is explained in 6 where we show the
full-matrix EA

2 composed of the double consideration of the matrix E2 like:

EA
2 =

[
[E2] 0

0 [E2]

]

Figure 6. Application of BBCs to element 2 following the real algebra splitting strategy
proposed by Åberg & Gudmundson (1997). The equations from the element are split into
real and imaginary parts, producing an augmented elemental matrix. BBCs are the applied
to both parts of the new matrix.

Consideration of all nodes in the element satisfying Bloch periodic boundary conditions, leads
to a relation between real and imaginary meshes as stated by Åberg & Gudmundson (1997)
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and given by:

UR
6 = UR

4 cos (k · a) + U I
4 sin (k · a) (8a)

U I
6 = U I

4 cos (k · a)− UR
4 sin (k · a) (8b)

UR
3 = UR

1 cos (k · a) + U I
1 sin (k · a) (8c)

U I
3 = U I

1 cos (k · a)− UR
1 sin (k · a) (8d)

These sets of DOF modified by BBCs are represented in the schematic matrix representation
of fig. 6 as sub-matrices in blue rows and columns. Those specific sub-matrices are to be
assembled in the positions given by Ca

2 = [2 1 4 5]. Note that although BBCs, like those
in eq. (8) are just applied to local matrices from elements containing at least one node from
group 2 the dual-mesh representation has to be applied for all elements in the mesh. According
to the color scheme in fig. 6, local matrices from elements containing any node from group
2, have blue equations; while the rest of elements have white equations. The final result is
therefore a duplicated mesh where real and imaginary parts from BBCs are applied to both
real and imaginary portions of the mesh. Figure 7 shows an schematic illustration of the
splitting process over a general mesh and the application of BBCs to the global terms of the
mesh. The final assembly can be thought as corresponding to two identical superimposed
meshes, where the blue border collapses into the red border. Finally the positions from the
blue border are removed from the global arrays as indicated previously.

Figure 7. Schematic depiction of the splitting process. The mesh and the BBCs are split
into real part and imaginary part. Real and imaginary parts from BBCs are combined and
applied to each part of the mesh following procedure similar to the one in eq. (8) for every
pair of related nodes. The new mesh can be thought as two identical meshes attached by the
borders.

3 Verification

To test the generality of our implementation we computed the dispersion relations in the
context of elastodynamics, for three class of media with different kinematic assumptions, as
described below. However it must be kept in mind that the proposed methodology to impose
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BBCs is independent of the physical context of the problem at hand and it can be applied to
scalar problems (e.g., linear acoustics), to quantum mechanics problems, or to vector problems
(e.g., electrodynamics or elastodynamics). For waves propagating in unbounded domains we
can consider the problem as two-dimensional where the wave polarization can be in or out-
of-plane (Achenbach, 2012; Auld, 1973). In this study we consider waves propagating in the
xy plane for the following cases:

Out-of-plane waves in elastic media: The simplest case correspond to out-of-plane hor-
izontally polarized shear or SH waves. These are governed by displacement equations of
motion involving only the displacement in the z-direction uz with reduced wave equation of
the form:

µ

ρ

[
∂2uz
∂x2

+
∂2uz
∂y2

]
= −ω2uz ,

where µ and ρ are the second Lamé parameter (or shear modulus) and the volumetric mass
density defining the phase speed c2T = µ/ρ.

In-plane waves in elastic media: The vectorial displacement field in elastic media is
completed considering in-plane polarization in terms of two degrees of freedom, corresponding
to the horizontal and vertical components ux and uy at each material point. The wave motion
in this case is described by the following specific form of the reduced wave equation:

λ+ 2µ

ρ

[
∂2ux
∂x2

+
∂2uy
∂y∂x

]
− µ

ρ

[
∂2uy
∂y∂x

− ∂2ux
∂y2

]
= −ω2ux ,

λ+ 2µ

ρ

[
∂2ux
∂y∂x

+
∂2uy
∂y2

]
− µ

ρ

[
∂2ux
∂y∂x

− ∂2uy
∂x2

]
= −ω2uy ,

where λ is the first Lamé parameter, µ is the second Lamé parameter or shear modulus, and
ρ is the volumetric mass density. In this case we have two wave modes with phase speeds
c2L = (λ+ 2µ)/ρ and c2T = µ/ρ.

In-plane waves in micropolar media: Micropolar media, inspired by contributions from
Cosserat et al. (1909), correspond to a continuum model where each material point is endowed
with six degrees of freedom in the form of three displacements — as in classical elasticity — and
three rotations. In this resulting micropolar elasticity theory the transmission of loads through
surface elements is now described by force and couple stress vectors. As a consequence of these
additional kinematic interactions, waves in (homogeneous, isotropic) micropolar continua are
inherently dispersive even in the absence of explicit micro-structural details. Under two-
dimensional idealizations micropolar media is defined in terms of two displacements and one
rotation leading to the following equations representative of the wave motion for such a class
of media:

λ+ 2µ

ρ

[
∂2ux
∂x2

+
∂2uy
∂y∂x

]
− µ+ µc

ρ

[
∂2uy
∂y∂x

− ∂2ux
∂y2

]
+

2µc
ρ

∂φz
∂y

= −ω2ux ,

λ+ 2µ

ρ

[
∂2ux
∂y∂x

+
∂2uy
∂y2

]
− µ+ µc

ρ

[
∂2ux
∂y∂x

− ∂2uy
∂x2

]
− 2µc

ρ

∂φz
∂y

= −ω2uy ,

2µc
J

[
∂uy
∂x
− ∂ux

∂y

]
+
ξ

J

[
∂2φz
∂x2

+
∂2φz
∂y2

]
− 4µc

J
φz = −ω2φz ,

11



and where in addition to the classical mechanics first and second Lamé parameters λ and µ
there are also new moduli µc and ξ with no classical counterparts Also in these equations ρ and
J are the volumetric and rotational mass density. Under this non-classical kinematic model
there are three wave modes with a volumetric wave with phase speed c2L = (λ + 2µ)/ρ and
two dispersive modes with phase speeds that depend on the frequency (Nowacki, 1986).

All of the above kinematic models are particular instances of eq. (3)a. In this study we take
as base materials aluminum and brass with the following set of material properties:

Material properties
λ (Pa) µ (Pa) ρ (kg/m3) µc (Pa) ξ (N) J (kg/m)

Material 1 5.12× 1010 2.76× 1010 2770 3.07× 109 7.66× 109 306.5
Material 2 6.45× 1010 3.47× 1010 8270 8.65× 109 1.73× 109 691.7

Table 1. Mechanical properties for the materials used.

3.1 Test of generality about physics

The first problem is a comparison between numerical and analytical results for a homogeneous
material unit cell aimed at testing the capabilities of our strategy to describe new waves as
we increase the complexity of the kinematic model. We computed the dispersion relations
using the three different kinematic assumptions described above where in each case there are
additional degrees of freedom added to the model.

3.1.1 Analytical dispersion relations for a homogeneous material

Dispersion relationships for the homogeneous material models can be written solely as func-
tions of the magnitude of the wavenumber like

ω ≡ ω(k) .

However when these relationships are obtained from Bloch’s theorem the dispersion rela-
tionships also provide information from different Brillouin zones leading to relations of the
form:

ωm,n ≡ ω(km,n) , (9)

where the subscripts m,n correspond to integer numbers making reference to waves com-
ing from adjacent Brillouin zones. In the case of a square unit cell we have the following
generalized definition of the wave number (Langlet, 1993):

km,n =

√(
kx +

mπ

d

)2
+
(
ky +

nπ

d

)2
. (10)

Classical elastodynamics: In classical elastodynamics, described separately in terms of
SH out-of-plane and P , SV in-plane waves, the dispersion relations for a homogeneous ma-
terial cell take the analogous linear forms in terms of phase speeds cT /cL as given by:
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ωSH
m,n = cTkm,n ,

ωP
m,n = cLkm,n ,

ωSV
m,n = cTkm,n ,

Micropolar elastodynamics: In this non-classical model there are three in-plane propaga-
tion modes. In addition to the P- and S-waves there is also a transverse rotational wave (TR).
Furthermore, in this case S-waves are dispersive as can be seen in the following dispersion
relations:

ωP
m,n = cLkm,n ,

ωS
m,n =

√
A

2
− 1

2

√
A2 − 4B ,

ωTR
m,n =

√
A

2
+

1

2

√
A2 − 4B ,

with

A = 2Q2 + (c22 + c24)k
2
m,n ,

B = 2Q2c22k
2
m,n −K2Q2k2m,n + c22c

2
4k

4
m,n ,

and

c22 =
µ+ µc
ρ

, c24 =
ξ

J
,

K2 =
2α

ρ
, Q2 =

2α

J
.

3.1.2 Numerical results

To test the proposed strategy we implemented the elemental-based approach for the kine-
matic models described previously into the finite element code FEAP, (Taylor, 2011). In the
supplementary material of this work we added a fully-coded version of the algorithm as a
FEAPpv binary file together with a fully defined example problem to test it. The files also
include subroutines to read the required Cc

m and Ca
m operators and peripheral codes to cover

the cell representation in the reciprocal wave number domain. All the dispersion graphs use
the dimensionless frequency

Ω =
2ωd

cT
, (11)

for the vertical axis, where 2d is the dimension of the unit cell and c2T = µ/ρ is the speed of
the shear wave.

Figure 8 compares the closed-form and numerical results found with the user-element sub-
routine. The presence of an extra degree of freedom with respect to the previous one in each
model is evidenced by an increasing number of dispersion branches in the figure. In the SH
model there is a single branch corresponding to the horizontally polarized shear wave. The
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Figure 8. Dispersion relations for a homogeneous cell made with material 1 under different
kinematic models. Solid line: analytic solution. Dotted line: numerical solution. For all cases
k = 〈0, κy〉.

model for the in-plane material cell has an additional branch corresponding to the longitudinal
P mode and with a larger phase speed. Finally, examination of the results for the micropolar
cell not only show an expected third branch corresponding to the rotational wave but they
also reveal a dispersive shear wave mode. The microrotational wave, denoted as the TR-
mode appears after the cut–off frequency Ω = 2. This limited existence of the microrotational
model implies that there is a (microrotational) band-gap in the range 0 < Ω < 2. This is
interesting considering the fact that the material is homogeneous. This can be understood
like a micro-structural effect which is inherent to the kinematics of the continuous micropolar
model and that is triggered at wavelengths λ > cT /Ω0, where Ω0 is the cut-off frequency. As a
final observation it is worth mentioning that the comparison between numerical and the ana-
lytical results show a good agreement in every considered kinematic model, i.e., out-of-plane,
in-plane and micropolar. Moreover, the maximum observed relative error between numeri-
cal and analytical results which occur near near Ω = 12 is less than 0.5% which shows that
the subroutine is suitable for computing dispersion relationships under different kinematic
assumptions.

3.2 Test of generality about unit cell geometry and materials

As a second example to show the versatility of the proposed approach we considered unit
cells of different geometries and material properties. The first consideration corresponded to a
skewed unit cell made of a homogeneous material with properties corresponding to aluminum,
as presented in fig. 9. This analysis was later extended to the case of a bi-layer material with
properties corresponding to aluminum and brass. These two new cases were analyzed with
the in-plane kinematic model and both cases have known closed-form solutions allowing us to
compare our results with analytic dispersion curves.

The lattice vectors (ai) and reciprocal lattice vectors (bi) for the skewed unit cell are (Kittel
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Figure 9. Unit cell and first Brillouin zone for a skewed unit cell.

et al., 1976)

a1 = 2d(1, 0) , a2 = 2d(sin θ, cos θ) ,

b1 =
2π

d
(1,− tan θ) , b2 =

2π

d
(0,− sec θ) ,

while the wavenumbers for the first Brillouin zone read:

km,n =

√(
kx +

mπ

d

)2
+

(
ky +

mπ tan θ

d
+
nπ sec θ

d

)2

. (12)

Similarly, the dispersion relations for the bi-layer material under in-plane waves traveling
perpendicularly to the layers is given as the following implicit equation (Langlet, 1993):

cos(2dk) = cos

(
ωd

c1

)
cos

(
ωd

c2

)
− (ρ1c1)

2 + (ρ2c2)
2

2ρ1ρ2c1c2
sin

(
ωd

c1

)
sin

(
ωd

c2

)
,

where ci refers to the transverse or longitudinal wave of each layer, and ρi refers to the mass
density of each layer.

3.2.1 Numerical results

Figures 10a and 10b show the results for a 2D homogeneous material under plane strain
idealization computed with a square and skewed unit cell respectively. The results from the
numerical implementation are in good agreement with those predicted by the closed-form
dispersion relationships. Similarly, fig. 10c shows the results for the bi-layer material with
vertical wave incidence. In this case the material properties are those of aluminum and brass.
From the dispersion diagrams It is observed that in the low frequency regime (Ω < 1), the
bi-layered material behaves as a homogeneous material with a linear group velocity. This
effective velocity is an average between the wave propagation velocities of aluminum and
brass. The results show once again a very good agreement in comparison to the analytic
solution. In all cases shown in fig. 10 we found a relative error under 0.5% near Ω = 12.
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Figure 10. Dispersion relations for different cases with known analytical solution under in-
plane waves kinematic model. Solid line: analytic solution. Dotted line: numerical solution.
For (a) and (c) cases: k = 〈0, κy〉. For (b) case: ΓX direction shown in fig. 9.

3.3 Verification against external numerical results

As a final verification, we compared our numerical solutions with the results reported by
Langlet (1993) corresponding to microstructures in the form of a squared inclusion in a ho-
mogeneous matrix, and of a circular pore in a squared unit cell. In the first case, the inclusion
is made of brass with an aluminum-based matrix. The ratio between the characteristic di-
mensions of the inclusion and the cell in each case corresponds to as/2d = 1/3 ap/2d = 1/2.
The comparison between our results and those obtained by the independent numerical imple-
mentation reported in Langlet (1993) shown in fig. 11 are in good agreement.
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Figure 11. Dispersion relations for a squared inclusion and a circular pore unit cells. Solid
line: Current strategy solution. Dotted line: results from Langlet (1993). For both cases
k = 〈0, κy〉.

3.4 Additional results

As a final test of the capabilities in the user-element subroutine we combined the three dif-
ferent kinematic models discussed previously with multiple microstructural configurations
corresponding to bilayer material, circular pore, square and checkerboard inclusion. The unit
cells for these materials together with the first Brillouin zone are depicted in fig. 12. Due to
the symmetry of the considered cases all results are presented along this irreducible Brillouin
zone.
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First Brillouin ZoneUnit cells

Figure 12. (Left) Unit cells used in the analyses. Light gray: Material 1, dark gray:
Material 2. (Right) Illustration of first Brillouin zone and the irreducible Brillouin zone for
the considered analyses. The unit cells were selected to have the same irreducible Brillouin
zone.

Figure 13 shows the results for a bilayer material with base properties as per table 1. There
are three S wave band gaps (shown by the shaded rectangle) in the SH model all of them
occurring along the vertical ΓX direction which is precisely the direction of periodicity of the
microstructure. The lower frequency bandgaps are interrupted by the P wave modes once
we consider the in-plane behavior. This pattern of elimination of bandgaps as we consider
additional degrees of freedom is also observed in the micropolar case shown in fig. 13c
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Figure 13. Dispersion relations for a bilayer material made with materials 1 and 2 un-
der different kinematic models. Each layer has a thickness t = d. The analysis was made
considering only the direction in which the material is periodic.
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Similarly, in fig. 14 we present the results for the circular pore, and square and checkerboard
inclusions. In all unit cells, the out-of-plane case exhibits partial band gaps along the ΓX
direction. As observed previously these gaps are progressively eliminated as we introduce
additional degrees of freedom into the model. For the micropolar model the rotational wave
has a bandgap in the range 0 < Ω < 2, but for Ω < 2, the responses with the micropolar and
classical model are equivalent. The results for this last set of microstructures and kinematic
assumptions are physically consistent as indicated by the additional branches obtained as
we increased the number of DOFs. Also in the low frequency regime (under Ω = 1), the
group speed has a linear behavior as expected. This implies that for waves with wavelength
values λ >> 2d (i.e., propagating at low frequencies) any microstructure will be blind to the
propagating disturbance.
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Figure 14. Dispersion relations for different unit cells under different kinematic models.
First row: Circular pore. Second row: Square inclusion. Third row: checkerboard. Columns
1 to 3 correspond to out-of-plane, in-plane and micropolar kinematic models respectively.
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Conclusions

We have presented a novel and easy-to-implement computational alternative to obtain disper-
sion relationships in periodic phononic crystals using commercial (or already existing) finite
element codes. The proposed approach has two basic appealing features: first, it avoids ma-
nipulating the global arrays, which is a condition present in most codes; and second Bloch
periodic boundary conditions are imposed at the element level thus allowing for the consid-
eration of problems belonging to different physical contexts. The approach is based on the
creation of two assembly operators for those elements m subjected to Bloch boundary condi-
tions, namely a Cc

m operator, which is used to retrieve element nodal coordinates and other
relevant geometric information and an operator termed Ca

m which assembles the element into
the global arrays considering the proper boundary conditions at the onset. At the same time,
the generality in the proposed technique makes the implementation to 2D and 3D problems
equally easy. Moreover, the proposed strategy can be directly incorporated into existing
user element subroutines just through subtle changes. Once implemented, the technique is
straightforward to use since the user just needs to input the coordinate-connectivity operator
Cc
m and the assembly-connectivity operator Ca

m for each element in the mesh. On the other
hand, the complex-valued nature of the global arrays arising as a consequence of Bloch peri-
odic conditions is dealt with using a duplicate-mesh approach reported in the literature. The
method and its implementation was verified against closed-form solutions for a homogeneous
and a bi-layer material under different kinematic assumptions and geometries for the material
cell. We also conducted additional verification exercises using numerical results reported by
Langlet (1993). Finally, a detailed description to implement the presented strategy is provided
in the supplementary material of this work in terms of a compiled version of FEAPpv with
user element subroutines to compute dispersion relations.
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